Simulation modelling of a micro-system for time-resolved fluorescence measurements
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ABSTRACT

This paper presents the simulation modelling of a typical experimental setup for time-resolved fluorescence measurement. The developed model takes into account the setup geometry, characteristics of light source, detector and fluorescent sample as well as the adopted measurement technique. A qualitative verification of the model has been reported before. In this paper, we present a quantitative analysis and verification of the system versatility. For this we conducted time-resolved fluorescence measurements using a two-chip based micro-system, including a blue micro-LED array as a light source and a CMOS SPAD array as a detector. The sample of interest (CdSe/ZnS quantum dots in toluene) in a micro-cavity slide and an excitation filter were placed in the gap between the excitation and detection planes. A time-correlated single photon counting module was used to build fluorescence decay curves. A range of experiments with different excitation light pulse widths and using several setups have been performed. The simulated data are in good agreement with measured results and the model proves to be flexible enough to simulate different light sources and detector quenching/recharging circuits. This model can be used to predict qualitative and quantitative results for specific experimental setups, supporting the explanations of observed effects and allowing the realisation of virtual experiments.
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1. INTRODUCTION

The features of single-photon avalanche diodes (SPADs) make these optical detectors an alternative to photomultiplier tubes and micro-channel plates \cite{1} in different areas. SPADs are successfully used in astronomy \cite{2}, laser ranging \cite{3}, quantum key distribution \cite{4}, single molecule detection \cite{5}, time-resolved fluorescence measurement \cite{6,7,8} and many others applications. Different techniques of SPAD fabrication produce devices with different characteristics and with different degree of applicability to specific applications. Our area of interest is CMOS SPAD-based detectors applied to time-resolved fluorescence measurement. CMOS technology allows miniaturisation of SPAD-based detectors without degradation of other characteristics. Many research groups are working in the area of CMOS SPAD development but they mainly focus on the improvement of SPAD characteristics using different performance metrics without consideration of the system context and specific application requirements. We propose to study the characteristics of SPAD-based detectors from a system perspective, taking into account the whole experimental setup and measurement technique. This will enable the development of electro-optical systems with the optimal performance for their target application.

To this purpose we developed a simulation model of a typical fluorescence measurement setup, including all blocks from light source to read-out electronics. The model takes into account:

- the geometry of the setup;
- power, time and frequency characteristics of the light source;
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- filter transfer function;
- characteristics of fluorescence sample, such as thickness, concentration, lifetime, quantum yield and molar extinction coefficient.

The SPAD model implements the basic features of such detectors: photon detection probability, dark count rate, after-pulsing, timing characteristics, passive and active quenching. The system can model two different measurement principles: time-correlated single photon counting and the time-gating technique. The model can not only produce qualitative and quantitative simulation of existing experimental setups but also predict results of virtual experiments with a fictitious detector, light source, etc. This feature can be used to investigate the influence of individual system elements on final results. In addition, experimenters can use the system to investigate unexpected effects appeared in the measurements, such as, pile up effect, background light, etc.

The paper is organised as follows. Section 2 provides a brief description of the improvements of the model with respect to its previous version, presented in [9]. A comparison of experimental and simulated results for a range of experiments with different light pulse widths and different setups are reported in Section 3. Finally, Section 4 concludes the paper.

2. MODEL DESCRIPTION

To produce a quantitative simulation, the light source intensity should be considered and properly modelled. The previously developed model, proposed in [9], was operating as follows: each simulation block received a vector of photons with associated time and wavelength values, processed it in accordance with the block task and generated a new vector of photons. The length of the photon vector at the output of the block is always less than at the input. Depending on many factors the percentage of photons impinging on the detector ranges from units to tens of percents of initially generated vector.

To reduce the simulation time we switched from forward to backward simulation. We combined all the factors that decrease the number of photons into one coefficient. This coefficient includes:
- filtering,
- absorption by fluorescent sample without following radiation emission,
- geometrical losses,
- losses due to finite SPAD detection area.

Now only “survived” photons are generated at the beginning of the modelling and each simulation block changes the time and wavelength characteristics of photons but not their quantity. By doing so it is possible to reduce the calculation time allowing longer and more complex experiments.

In our previous implementation, time pulse and spectrum were represented by normal distributions with appropriate mean and variance values. Such approximation reduced simulation time but introduced an additional error. For curves similar to a Gaussian the error is less then 15%, whereas for other curves the error can reach 50%. For example, in case of simulation of Picoquant LDH-P-C-470 [10] pulsed diode laser with 80-ps FWHM the error was 53%. In current implementation, thanks to the backforward simulation, proper modelling of light source photons characteristics is possible. Now the simulator uses tabulated characteristics and the simulation error caused by photon generation is less than 1% (see Fig. 1).

![Figure 1. Simulated (dots) and tabular (solid line) light source time characteristic (a) and spectrum (b) for the blue micro-LED produced by the University of Strathclyde [11].](image-url)
In order to extend the versatility of our model the passive quenching/recharging has been implemented. Although passive quenching is easier to be implemented in a SPAD, it is quite complex from the simulation point of view. The simplest way to quench an avalanche is to connect the quenching resistor $R_q$ in series with the cathode of SPAD, so limiting the self-sustaining avalanche current (see Fig. 2a). The avalanche current discharges the total capacitance $C$ (given by the sum of the junction capacitance $C_j$ and the stray capacitance $C_s$) and induces a voltage drop over $R_q$. As can be seen in Fig. 2b the voltage on the diode decreases from the excess bias voltage $V_e$ to the breakdown voltage $V_{bd}$. Then the voltage starts to restore slowly with the time constant $R_qC$. During the recovery time, when the diode voltage is higher than the breakdown voltage but has not yet reached the intended final bias value, a photon can trigger an avalanche; however, the avalanche triggering probability depends on the time and is lower than that available at the final voltage. At the same time an avalanche can be re-triggered by a trapped carrier [12].

The simulation of passive quenching is implemented in the following way. After modelling all SPAD effects (photon detections, dark counts and afterpulses), the time intervals between these and previous events are calculated. Then the amplitude of current (voltage) peak is calculated by an exponential equation based on the RC time constant. All events for which the current (voltage) amplitude is lower than threshold are deleted. Remaining events are the output of the SPAD simulation. The block diagram of the passive quenching simulation is depicted in Fig. 3.

![Block diagram of the simulation of passive quenching.](image)

Figure 4. The simulated current pulses of a SPAD with passive quenching.
The simulated current pulses of a SPAD with passive quenching are shown in Fig. 4 where the cumulative picture of pulses occurred at a different time after the previous avalanche event is reported. The amplitude envelope corresponds to the voltage recovery graph (see also Fig. 2b).

3. EXPERIMENTAL VALIDATION

To validate the described improvements and make a quantitative analysis the following setup with the micro-system described in [8] was employed. This two-chip “sandwich” structure (see Fig. 5) includes a blue micro-LED array with a peak emission wavelength of 450 nm and a CMOS SPAD detector array where each pixel can extract time-gated measurements or send data to external photon counting hardware. For this experiment we have selected a single pixel in the SPAD array and the nearest LED from the LED array. The sample (CdSe/ZnS quantum dots in toluene [13]) in a micro-cavity slide and an excitation filter (Semrock, LP02-514RU-25 [14]) were placed in the 14mm gap between the excitation and detection planes. A time-correlated single photon counting module (Becker and Hickl, SPC-130 [15]) was used to build fluorescence decay curves.

![Figure 5](image_url)

Figure 5. The two-chip “sandwich” structure includes a micro-LED array and a CMOS SPAD detector array. The fluorescent sample was located in a micro-cavity slide. An excitation filter was used to separate the LED light from the fluorescent light.

A range of experiments with different light pulse width was carried out to examine the sensitivity of the simulator. The simulated and experimental results for 3.1ns, 3.15ns and 3.3ns pulse width with respectively 3.77µW, 6.47µW and 9.08µW average optical power per pulse are presented in Fig. 6. The simulated curves are in good agreement with experimental ones.

![Figure 6](image_url)

Figure 6. Experimental (a) and simulated (b) fluorescence decay with different light pulse width: 3.1ns (green), 3.15ns (blue) and 3.3ns (red).

The second range of experiments was used to estimate the quantitative simulation ability of the model. We used different setups with and without excitation filter and fluorescent sample. Selected results are presented in Fig. 7. In those experiments the dark count rate was artificially increased to simulate ambient light. Experimental and simulated data are
in good agreement except in the peak area. This mismatch can be explained by the following reason. We did not have the experimental LED time curve at FWHM=2ns. The time curve shape for with FWHM=2.2ns has been squeezed to proper width. The distortion of curve shape has probably resulted in the disagreement described above.

![Figure 7.](image)

**Figure 7.** a) Experimental (solid line) and simulated (dots) curves measured without fluorescence sample; b) experimental (solid line) and simulated (dots) fluorescence decay.

### 4. CONCLUSIONS AND FUTURE WORK

An improved simulation model of a SPAD-based detection system for time-resolved fluorescence has been presented. The model has demonstrated flexibility in simulation of both micro-LED and laser light, passive and active quenching. The system is able to perform both qualitative and quantitative modelling of the fluorescence decay process. The simulation results are in good agreement with actual measurements.

This work will proceed in several directions. First, we will employ an optimisation algorithm to determine the optimal set of detector characteristics and experimental parameters. After that, further improvements to the simulation of SPAD, biological sample and optics will expand application areas, increase accuracy and enable researchers to analyse more complex and interesting problems.
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